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**Abstract**

*Recently, the university information chatbot based on the large language model (LLM) has been increasing in popularity among people and can answer all university-related questions. We have proposed a framework to develop a university-intelligent information chatbot that can answer specific university-related questions and evaluate the performance of three models:Zepyhr, Mistral, and Llama2, with RAG (retrieval-augmented generation) techniques and ensemble retrievers, so that the model performance is good for this type of task. We have shown comparisons between different LLMs with RAG using our benchmark dataset. In addition, we proposed two user interfaces: one for gathering data from the students and the other for having the students evaluate the model. We found the Misral 7B model with the retriever ensemble to have shown better performance with 4.8.*
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**Method details**

In the realm of artificial intelligence and natural language processing, the development of intelligent chat bots has gained significant momentum. A chatbot is a question-answering (QA) system, a specific type of information retrieval. Given a set of documents, a question-answering system attempts to find the correct answer in natural language**.**

Question Answering (QA) is a research area that combines research from different, but related, fields which are Information Retrieval (IR), Information Extraction (IE) and Natural Language Processing (NLP) \cite{1,2,3}. Question answering is a problematic form of information retrieval characterized by information needs that are at least somewhat expressed as natural language statements or questions. It was used as one of the most natural types of human-computer communication. For large language models, a good dataset is needed to identify context. Most of the chatbots are developed using pattern matching or a rule-based approach \cite{conv}. It differs from the data-driven question-answering system model, which can be created using data or conversation history that has been conducted, allowing for sufficient development to train the model with the available data \cite{lstm}.

According to some deep learning studies, neural network models produce results that are good enough to be utilized in a QA system. One of them achieves a good performance by using the sequence-to-sequence (Seq2Seq) approach \cite{nn1,nn2,nn3}.

Recently, some open-source large language models like Llama2, Mistral, and Zephyr have trained on huge amounts of data and understood the context correctly. It is easy to develop an intelligent chatbot for question answering, and furthermore, we can add RAG (retrieval augmented generation), which can increase the model for factual question answering.

Despite having open-source models, those models need to be fine-tuned to make them workable. Data collection, data curation, fine tuning, testing, and inference are needed to develop an intelligent question-answering system using LLM. But there is no software or framework to help develop this QA chatbot for technical or non-technical people. It is difficult to collect data individually, and furthermore, we need to preprocess and structure the data for fine tuning. After fine-tuning, it is important to check the model's performance, but there is no specific evaluation metric because the answers to questions depend on human evaluation. We added a human evaluation interface to collect user ratings about the models for specific questions provided by the user. In this method, we propose a framework and software to develop an intelligent chatbot using open-source models. Moreover, we apply this method to provide context using external sources; as a result, the user does not need to fine-tune the model each time, and easy-to-use software allows for directly applying the method without programming requirements.

How the software works

The first tab, the data gathering tab, is primarily used to collect information from the user. This tab is divided into two sub-tabs: existing questions and custom questions. In this first sub-tab, the user can answer the existing questions that are given by the administrator and then save the question and answer in an Excel file using the "save the answer" button. The user can generate a new question using "Generate a new question." In the second sub-tab, the user can enter custom questions and answers. Then save the answer using the "save the answer" button.

In the fine-tuning tab, three models are given for fine-tuning: Mistral, Zepyhr, and Llama2. First, we need to create an Excel file and name it data.xlsx. This file has two columns: prompt and reply. The data format is given in Fig. Here, we need 24 GB of VRAM for fine-tuning using 8-bit quantization. We added a quantization technique for saving GPU memory. It does not lose the performance of the model. Training is mainly used to learn the context of university information. In our task, the model does not show significant performance in fine-tuning. Further,we add RAG for a better answer. To train the model, we just need to click on the model name below. If anyone wants to edit the hyperparameter for the model, they click the edit option to change the hyperparameter.

The human evaluation tab is used to check the model's performance. In this case, we are not only checking the model performance but also the model with the rag technique. The first administrator determines the answer using a fine-tuned model. Then, this tab has a model name and no\_of\_question, which are given by admin. The user gives a rating to each question's answer, which is determined by the model. After clicking the "save" button, the question, answer, and rating are saved in an Excel file. Further, admin can take the file from the local folder and use it to find the performance of the model. This was evaluated directly by the user or students. "Save all the data in the dataframe." By clicking this button, the user can save all the data manually in a local folder. But after the save button, it always saves the data after 5 instances. There is also a "move to the question" button, which helps the user move to the question if they want to rate a particular question.

In the Inference tab, a chat interface is given. The administrator or user can select the model for inferencing. Three models are given for inferencing RAG data (Mistral, Zepyhr, and Llama 2). RAG data is placed in the "rag\_data" folder. We have to put the RAG in a docx file. The data format should be title and content format so that the retriever can easily find the relevant chunk from the vector database.
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